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Abstract
Some novel brain devices are able to predict neural events, making it possible for the device to advise its user 
to engage in the appropriate countermeasures before the event takes place. Other devices can automatically 
discharge such countermeasures on its user’s behalf. In this paper, we consider some of the ethically questions 
that will arise if it becomes possible to combine such advisory and interventionist capabilities in a brain device 
to combat episodes of uncontrollable impulsive aggression. Specifically, if a device becomes available that can 
monitor and collect an offender’s neural data, give him behavioural advice based on this data, and discharge 
countermeasures unless the offender actively keeps it from doing so, should such an interventionist advisory 
brain device be mandated to some offenders? In the following, we critically examine a range of plausible reasons 
to oppose such use related respectively to the device’s capacity to monitor and collect an offender’s brain data, 
its advice-giving feature, and its ability to discharge aggression-hampering treatment absent offenders’ active 
dissent. We find that, surprisingly, none of the considered reasons can stand further scrutiny.

Keywords
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1. Introduction 

The ability of some novel brain devices to predict the occurrence of specific 
neural events, providing patients with the possibility of engaging in the necessary 
countermeasures or for an automated therapeutic activation system1 to do so on their 
behalf, will potentially transform the way neurological disorders and neurodegenerative 
diseases will be treated in the future. For example, some devices tested on patients 
suffering from epileptic seizures use trained algorithms to detect the neuronal patterns 
related to a seizure and inform the patient through a handheld device how likely it is 
to materialize. This makes it possible for these patients to avoid many of these seizures 

1. Such an automated system could, but need not be, similar to novel methods of brain stimulation in which 
an implant detects brain patterns related to the condition the implant is intended to counteract and 
automatically adjust the timing, location, and intensity of the delivered stimulation in response to these 
data (Malekmohammadi et al. 2016; Glannon and Ineichen 2016).
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by pre-emptively administering the appropriate medication (Cook et al. 2013). It has 
been speculated that the ability of such advisory brain devices to forecast neural events 
may perhaps be employed in the future to prevent socially undesirable behaviour, 
such as uncontrollable aggressive and violent behaviour, which is similarly preceded by 
predictable neural changes (Gilbert 2015). In this paper, we will consider some of the 
ethical questions the development of such a device might raise. 

 Suppose that an advisory brain device is developed that is able to predict upcoming 
episodes of explosive aggression in individuals unable to control such violent impulses if 
they materialize, and could advise them to take the appropriate countermeasures (e.g., 
instruct them to leave a high-risk situation or simply to calm down) within a specified 
timeframe. Suppose, further, that this device had the additional feature of automatically 
being able to discharge electrical stimulation or medication to keep these explosive 
episodes from materializing unless the offender actively keeps it from doing so (e.g., by 
remote control) within the specified timeframe.2 Finally, suppose that employing such 
interventionist advisory brain devices were effective in reducing re-offending rates among 
offenders suffering from such otherwise uncontrollable episodes of aggression, without 
them having to endure serious side-effects from being connected to the device or from 
its continued functioning. Should such devices then be mandated by the state to this 
group of offenders? Although other questions related to the ethics of employing brain 
devices and other neurointerventions on offenders are increasingly being addressed in 
the literature (e.g., Ryberg 2020; Birks and Douglas 2018; Douglas 2014; Ryberg 2012; 
Bublitz and Merkel 2014; Shaw 2014; Holmen 2020; Kirchmair 2019; Petersen and 
Kragh 2017; Ligthart et al. Forthcoming), the possibility of combining the advisory and 
interventionist capabilities of brain devices to combat recidivism has received virtually no 
scholarly attention.3

On the one hand, it seems clear that if such interventionist advisory brain devices 
prove effective in reducing re-offending, the possibility of preventing grievous harm 
to victims of future crimes of aggression (and their families) provides a strong moral 

2. Either the offender could be informed in advance of the timeframe between the point at which the first 
piece of advice is given and the point at which the drug is being automatically discharged, or the action-
guiding advice could be supplied via information to the carrier that the treatment will be initiated within 
a timeframe (for instance, the offender could receive a message along the lines: “Treatment will be initiate 
within one minute if the deactivation button is not pushed”). In the following, we will not engage in 
detailed speculation of what will constitute the optimal design of the device.

3. The only ethical attention this possibility seems to have attracted is contained in a short comment from 
Jesper Ryberg (2015). 
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reason to employ them. Further, the offender himself (and his family) will be spared 
the deprivations that re-punishing the offender entails. Finally, and more generally, 
the resources that would otherwise be spent on re-punishing these offenders could be 
allocated to other (perhaps more morally desirable) projects. On the other hand, several 
important moral objections may be raised in response to a proposal to mandate these 
devices to some offenders. Such objections may relate to one or more of the three 
features we are here proposing the interventionist advisory device would have: (1) its 
monitoring and collection of information about an offender’s neural environment; (2) its 
advice-giving feature; and (3) its ability to discharge countermeasures unless the offender 
actively keeps it from doing so. In the following sections, we will critically examine 
several plausible objections that could be raised in relation to each of these features. 
Specifically, the paper proceeds as follows. In Section 2, we critically examine whether 
the fact that employing the device involves the non-consensual monitoring and collection 
of information about parts of an offender’s neural environment constitutes a plausible 
reason to oppose its use. Section 3 discusses whether it would be convincing to oppose 
the use of the device because it may present advice to the offender against his will. We 
shall then, in Section 4, discuss the intuitively plausible view that it is morally significant 
that the stimulation or medication delivered by the device would not be administered as 
the result of an active decision on the part of the offender, but would rather come about 
due to an act of omission. In Section 5, we consider whether there are good reasons for 
thinking it morally preferable not to prevent episodes of explosive aggression with brain 
stimulation or medication. Section 6 discusses whether it may be wrong to use such 
devices on offenders because it involves requiring them to have the device placed on their 
body against their will. The question of whether the potential impact of the advisory 
device on offenders’ self-conception should lead us to judge against employing them 
will be confronted in Section 7. Finally, in Section 8, we summarize and conclude that, 
surprisingly, none of these prima facie plausible considerations can stand further scrutiny.

Before embarking on this discussion, however, a few comments are required 
regarding the scope of the paper. First, although we shall briefly comment on this 
question when concluding the paper, we do not discuss concerns in depth that may be 
raised narrowly in relation to the implementation of such a device. These will of course 
depend upon what the implementation requires precisely. The following discussion is 
nevertheless motivated by the assumption that ethical concerns regarding the mandated 
use of an interventionist advisory brain device will not be limited exclusively to the way 
such a system is implemented. Second, we do not wish to consider the potential misuse 
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of this device (e.g., the risk that it may be hacked).4 As with all other types of technology, 
an interventionist advisory brain device may of course be vulnerable to various kinds of 
misuse. In the following, however, we are interested in the arguments that might be 
raised against the mandated use of such a device under the assumption that it works 
properly.

2. Mental Privacy

To be able to present an offender with behavioural advice and (if he does not instruct 
it not to do so) to discharge countermeasures, the interventionist advisory device would 
need to gather information about the offender’s real-time neural environment. It might, 
however, be suggested that the non-consensual monitoring and collection of information 
about parts of an offender’s inner life constitutes a case of involuntary mind-reading, and 
as such is a violation of his moral right to mental privacy. Several commentators have 
indicated, that they believe this kind of rights violation by neurotechnological means 
to be a matter of great ethical concern (e.g. Lavazza 2018; Ienca and Andorno 2017), a 
view that we shall not dispute in the present paper.5 But should considerations regarding 
mental privacy lead us to reject the use of interventionist advisory devices on some 
offenders? In our view, one reason will suffice to show that the answer should be in the 
negative.

The reason is that it is plausibly not sufficient for a violation of mental privacy 
simply that the device monitors and collects information about the offender’s neural 
environment. For a right to mental privacy to be violated by the device it seems, in 
our view, necessary that someone other than the offender should have, or gain, non-
consensual access to the brain data the device collects. This is not something the device 
under consideration would be designed to do.6 Rather, as described in the introduction, 
the device would collect and process the information for the sole purpose of being 
able to present the offender with behavioural advice. By, admittedly rough, analogy, 
a surveillance camera installed in a person’s home (even one placed there without his 

4. For a discussion of this possibility, see for example Pycroft et al. (2016).

5. For some issues regarding the specification of the scope of such a moral right to mental privacy, see Ryberg 
2017. 

6. A possibility that might make a privacy-based objection relevant would be the storing of an offender’s 
brain data by the state, but this is not what we are considering here. 
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consent) can hardly be said to violate his privacy if the person being filmed is the only 
one presented with the information observed by the camera.7 Thus, it seems that a 
concern for offenders’ mental privacy – important as this may be in other contexts – is 
unable to block the use of the interventionist advisory devices on some offenders. 

3. Unwanted Advice

If the non-consensual collection of brain data does not in itself constitute a 
convincing moral reason to oppose employing the advisory interventionist device on 
offenders, perhaps the advice-giving feature made possible by the collection of data does 
so. Specifically, should the fact that the advice presented to the offender – in the form of 
recommendations to take certain precautions – is unsolicited and might be presented to 
him against his will have us oppose the use of such devices? Generally speaking, there is 
no doubt that receiving unsolicited advice can sometimes be unwelcome to the advisee. 
We see no reason to think this might not also be the case with the behavioural advice 
provided by the interventionist advisory device. Upon further reflection, however, it is 
clear that the potential unwanted nature of the advice is not a convincing reason to 
oppose its proposed use. 

First, the advice could be delivered to the offender in a way that makes it possible for 
him to avoid receiving it. If – as was the case with the use of advisory devices on patients 
with epilepsy cited in the introduction (Cook et al. 2013) – the advice is provided 
through a handheld device, for example, then the offender could simply place the device 
out of sight. 

Second, even if we assume that the offender cannot avoid the advice from the device 
and that it is being presented to him against his will, it is hardly clear that this should raise 
a moral red flag. The reason is that it is very difficult to accept that it should generally be 
morally wrong to present someone with advice they do not want, particularly if it would 
be beneficial for the advisee to receive the advice.8 For example, it is surely difficult to 

7. Although the non-consensual installation of the camera in the house might of course be wrong in itself 
because it, e.g., violates his property rights. 

8. It might perhaps be objected that, in the present case, the advice would not be of benefit to the advisee 
because even if he decided not to act in accordance with it – for instance, by calming down or leaving the 
location – the risk that he would be involved in criminal conduct would nevertheless still be prevented by 
the drug that would subsequently be discharged. Therefore, the advice would not really place the advisee 
in a better situation than the one he would end up in anyway. However, this does not suffice to show that 
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see it as morally wrong to advise a person who is clearly agitated to try to calm himself 
down, even if he does not wish to receive this advice at the time at which it is given; 
or that one would be in the wrong to propose to a recovering alcoholic not to have the 
drink he has ordered in the event that he does not want this advice. Indeed, in both of 
these cases at least, it seems to us morally desirable to present the agitated person and 
the recovering alcoholic with such advice even if this is information they do not wish 
to receive. Many more examples could easily be cited. Furthermore, advice encouraging 
the advisee to act in ways that are beneficial for other people is at least sometimes also 
permissible, even if the advisee does not wish to receive it. It is, in our view, absurd to 
suggest that it would be wrong to advise your rich uncle to give a large portion of his 
wealth to combat extreme poverty if your uncle did not wish to be given this advice. 
The more general point is that, if the fact that someone does not wish to receive advice 
can be said to prohibit us from providing it, then many instances in which it is clearly 
desirable (or, at least, permissible) to present someone with advice they do not wish to 
receive would seem to be ruled out. 

This is not to say that it can never be morally dubious to present someone with 
unwanted advice. For instance, if one is constantly bombarded with unwanted advice on 
how to act (say, every thirty seconds), this is sure to be highly disruptive of, for example, 
one’s ability to direct one’s own life. Similarly, if the interventionist advisory device were 
to constantly advise the offender to engage in countermeasures, this may be highly 
debilitating in similar ways and surely a strong moral reason to oppose the device’s use. 
Whether some offenders might experience such an extreme stream of advice from the 
device, however, is ultimately an empirical question. But it seems unlikely to become a 
widespread practical problem given that the groups of offenders under consideration, i.e., 
those suffering from uncontrollable episodes of explosive aggression, presumably do not 
experience such episodes at a frequency that would result in constant behavioural advice 
from the device.9

the advice would not be beneficial. For instance, it might be the case that it would be more satisfactory to 
the advisee if he were to handle the situation himself by following the advice from the device, than if the 
aggressive outburst was prevented by the drug.

9. This presumption derives some plausibility from a study indicating that, on average, the highest number of 
episodes experienced during a single year by individuals suffering from intermittent explosive disorder (a 
disorder characterized by episodes of impulsive explosive aggression) is 27.8 episodes (Kessler et al. 2006).
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All in all, based on the above considerations, we believe an objection to employing 
an interventionist advisory device on the basis of it potentially involving the presentation 
of advice to the offender against his will should be rejected.

4. Treatment Due to an Act of Omission 

Suppose it is true, as has been argued in the previous sections, that the non-
consensual collection of neural data and the advice-giving function of the brain device 
should not lead us to reject its use on some offenders. There might still be reasons related 
to the interventionist feature of the device, i.e., its ability to discharge countermeasures 
to prevent an explosive aggressive episode from materializing, that would speak against 
its use. One such reason relates to whether the intervention of the device would violate 
the offender’s autonomy.

Given the prominence ascribed to the value of personal autonomy in contemporary 
bioethics and beyond, it is not surprising that a central question regarding the coercive 
use of neurointerventions on offenders has been whether such use violates an offender’s 
autonomy and, if so, under what conditions (if any) this is morally permissible (see, e.g., 
Ryberg 2020, chapter 2; Douglas et al. 2013; Caplan 2006). As might be clear, however, 
this does not seem to be a concern that could plausibly be raised in relation to the 
interventionist function of the brain device under consideration here. Specifically, the 
fact that the offender would have the option of preventing the device from discharging 
countermeasures to stop the aggressive episode from materializing would arguably 
ensure that his autonomy regarding whether to receive the intervention remains intact.10 
However, it may be objected that the fact that the device in this regards operates as an 
opt-out system (in which countermeasures are discharged as a result of an act of omission 

10. It may be objected that a person who is about to experience an episode of impulsive aggression may not 
be competent to decide whether to receive treatment. That is, it may be suggested that the impulsive 
aggression might cloud his decision-making to such an extent so as to make him non-autonomous. 
However, whether this is indeed a viable concern is ultimately an empirical question regarding whether the 
device is able to predict the occurrence of the aggressive episode prior to it affecting his decision-making 
capacities. Furthermore, and perhaps more importantly, while it can surely be ethically dubious to subject 
a non-autonomous individual to a treatment (e.g., if the said treatment is not in the individual’s best 
interest), the absence of a capacity for autonomy means that doing so cannot plausibly be a violation of 
his autonomy. Therefore, if an offender would in fact be non-autonomous due to a heightened level of 
aggression in most (or all) cases in which he must decide whether to receive the forthcoming treatment, 
the device can hardly be said to violate his autonomy.
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on the part of the offender) provides ground for doubting that receiving the intervention 
from the device is truly the offender’s autonomous decision. Specifically, two concerns 
regarding opt-out systems – often voiced in the debate about implementing such system 
to increase the availability of organs for transplantation – might be raised against this 
feature of the interventionist advisory device. Let us consider each in turn.

First, an opt-out system should not be too difficult for persons to opt out of. If it is 
too difficult (or even practically impossible) for persons to leave an opt-out system, it 
may plausibly be argued that this system impedes autonomous decision-making. This 
is surely true, but it does not seem a relevant challenge to mount against a proposal of 
using advisory interventionist devices on some offenders. More precisely, since the device 
could allow the offender to reject receiving the proposed treatment with a push of, for 
example, a button on the device itself or a handheld device, it should hardly be labelled 
as too difficult to avoid. 

Second, and perhaps more importantly, in debates on the ethics of organ 
procurement it is sometimes argued that an opt-out system relies on the ethically dubious 
notion of presumed consent. That is, it is inferred from a failure to opt out of the system 
that a person would have given his consent had he been asked to express an explicit view 
on the matter. One major concern is that assuming consent in this manner overlooks that 
the person might simply have failed to register his dissent due to, for example, ignorance 
regarding his registration in the system. Similarly, it could be argued that, when the 
device discharges its countermeasures, the fact that the offender has not instructed the 
device not to do so (i.e., he has not opted out) cannot be assumed to mean he would 
have consented to the treatment had he been asked to express an explicit view on the 
matter. This cannot be assumed because the offender may simply be ignorant of the 
fact that the device is going to discharge countermeasures. Should this concern lead us 
to reject the use of the device under consideration? We believe the answer should be in 
the negative. First, it is widely believed that it is often morally appropriate to presume 
consent for treatment from individuals from whom it is difficult or impossible to collect 
explicit consent if not doing so will result in grievous harm to them. This is, for example, 
why most of us believe it is usually morally uncontroversial to subject an unconscious 
victim of a traffic accident to medical treatment without her explicit consent. Similarly, 
it could plausibly be argued that, if an offender is not in a position to explicitly consent 
or dissent to the device’s treatment due (for example) to ignorance, it may be morally 
permissible to presume his consent if his explosive aggressive episodes are likely to lead to 
tremendous harm to him. Therefore, even if it is indeed the case that the device presumes 
an offender’s consent, it is not obvious that this is always morally wrong. Second, it is not 
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at all clear that the interventionist advisory brain device we have described would in fact 
presume consent to its treatment. As described above, the brain device would, through 
a handheld device or the like, inform the offender prior to each instance of discharging 
its aggression-hampering treatment that the treatment will commence unless he actively 
keeps it from doing so. Thus, the offender would under normal circumstances seem to be 
fully informed about the forthcoming treatment and well-positioned actively to decide 
for himself whether or not he wishes to receive it.11 Consequently, if and when the device 
delivers its treatment, it does not seem to have presumed the offender’s consent. 

In summary, the fact that the countermeasures discharged by the advisory 
interventionist device would come about due to an act of omission on the part of the 
offender does not seem to be cause for moral concern. 

5. Preventing Explosive Aggression with Stimulation or Drugs

It may, however, be argued that, even if it is true that the interventionist feature 
of the device under consideration does not violate an offender’s autonomy when it 
discharges its countermeasures, there is another, more basic, problem with this feature 
related to the means the device employs to prevent aggressive episodes. Specifically, it 
may be argued that, regardless of whether the treatment violates autonomy, it is simply 
morally inappropriate to prevent episodes of explosive aggression by means of brain 
stimulation or aggression-hampering drugs. As Martha Farah has pointed out, using 
these techniques to reduce aggression instead of more traditional approaches such as 
anger management classes “renders the effect no less therapeutic. Yet many people’s 
intuitions raise a flag here. And if not here, then at the thought of more permanent 
interventions such as implanted stimulators or neurosurgery to achieve the same goals” 
(Farah 2002, 1126). However, while such a means-based argument against employing 
interventionist advisory devices may have great intuitive appeal, further scrutiny reveals 
it to face at least two serious challenges. 

First, it should be acknowledged that other treatment schemes, such as cognitive 
behavioural therapy, may turn out to be more effective in preventing explosive 
aggression in offenders than the proposed device. This is ultimately an empirical question, 
and one we are currently not in a position to answer. However, should it turn out that 

11. As noted above, we will not enter into a more precise discussion of how the device should be designed to 
be able to deliver the advice to the offender most successfully, but obviously there are many possibilities 
(e.g., vibration of the handheld device; a spoken message; a particular ringtone; etc.). 
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the interventionist advisory device is both safe to use and the most effective way of 
preventing explosive aggression in offenders, it is difficult, in our view, to see why the 
fact that this effectiveness is ensured by brain stimulation or the discharge of a drug 
should be considered morally problematic. Second, if the wrongness of employing the 
advisory interventionist brain device on offenders arises from the wrongness of the 
means it uses to prevent aggressive episodes, these means must surely also be considered 
morally wrong to use in other cases as well. This would, however, seem to imply that 
using brain stimulation techniques or drug-based treatment schemes to, for example, 
treat individuals suffering from mental health problems should generally be considered 
morally dubious. Surely, few (if any) would accept this view. 

However, there is an alternative way that an opponent of using drugs or brain 
stimulation to prevent explosive aggressive episodes could motivate this view. He or she 
could argue that what is morally important is not simply that stimulation or medication is 
being used to prevent explosive aggressive episodes; rather, while these episodes may be 
socially undesirable, they are non-pathological, and non-pathological conditions should 
not be treated by means of drugs or brain stimulation. However, while this variation of 
the objection is surely more plausible than the variation considered above, it still faces 
at least one crippling challenge. The challenge starts from the observation that there are 
countless examples where we accept the use of drugs to treat non-pathological states. 
It is, for example, not usually considered morally problematic to take a sleeping pill to 
avoid the occasional sleepless night. The same is the case with occasionally taking a pain 
reliever to treat a headache or a sore knee. But if one insists that it is wrong to treat non-
pathological states with drugs, then these and many other similar cases should be taken 
to involve acts that are wrong to perform. However, surely an account which implies that 
clearly morally innocuous acts (such as taking a pain reliever to combat the occasional 
headache) should be morally dubious to engage in is itself highly dubious.

To sum up this section, what seem to us the two most plausible variations of an 
argument against employing interventionist advisory device turning on the allegedly 
morally problematic means it uses to prevent episodes of explosive aggression, both seem 
to face the challenge of becoming overinclusive. It is not clear, at least to us, whether and, 
if so, how one could specify the objection in a way that avoids this problem. 
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6. Being Coerced to Wear the Device

As has been argued above, one of the advantages of the proposed interventionist 
advisory device is that it plausibly does not violate offenders’ autonomy when it 
discharges its countermeasures since it informs offenders of the fact that the treatment 
is about to commence and leaves them free to reject the said treatment should they 
wish to do so. It may, however, be argued that there is another way in which the device 
may be an affront to an offender’s autonomy. Specifically, it may be suggested that, 
even if it is assumed (as we have) that the device would not cause offenders discomfort 
or other side-effects that may plausibly be debilitating to their ability to exercise their 
autonomy, requiring an offender to have the device placed on his body against his will is 
an autonomy violation in its own right.12 However, while it is surely plausible to hold that 
individuals should usually be considered the final arbiters concerning what is placed on 
their bodies, it is not obvious that this shows that interventionist advisory devices should 
not be used on some offenders.

First, in the context of criminal justice, offenders are often required to place items 
on their bodies that they may not wish to have placed there, but such requirements 
are usually not considered morally questionable. Some offenders serving their time 
outside of prison may, for example, be required to wear an electronic tag (usually placed 
around their ankle) that monitors their location. And, while perhaps more controversial, 
some jurisdictions require inmates to wear prison uniforms while incarcerated.13 It is 
not clear, at least to us, whether there is a relevant difference between (presumably 
morally acceptable) practices requiring offenders to wear these objects on their body and 
requiring them to wear a brain device. 

Second, and more generally, the criminal justice system is rife with practices that 
reduce offenders’ autonomy but are nevertheless usually considered morally permissible 
(or even desirable). For example, it is usually accepted that incarceration, at least in some 

12. This objection may plausibly be framed, not in terms of an autonomy violation, but as a violation of 
offenders’ right to self-ownership (see, e.g., Thomson 1990). However, the challenges we offer seems to us 
to apply regardless of the objection’s specific moral foundation. 

13. It should, however, be noted that the reason why requiring offenders to wear prison uniforms is most often 
held to be morally controversial is not that being coerced to wear them violates their autonomy; rather, 
it is that prison uniforms stigmatize offenders. It is also worth pointing out that, if our proposed brain 
device could be placed somewhere discreet on the offender (such as behind his ear), it could hardly be said 
stigmatize offenders in a similar way. 
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cases, can be a morally appropriate response to wrongdoing, even though it involves 
restricting the control of offenders over their own life in the form of, inter alia, constraints 
on free movement and association. Arguably, relative to these and other constraints 
entailed by incarceration, the violation of offenders’ autonomy by a device being placed 
on their body against their will seems, at least in our view, much less severe. 

In sum, it is not clear that one can consistently accept the use of incarceration and 
many other criminal justice practices that impede offenders’ autonomy while rejecting 
the use of an interventionist advisory device on offenders on the basis of its being placed 
on their bodies against their will.14 

7. The Impact of the Device on Offenders’ Self-Conception 

Suppose the interventionist advisory brain device, based on an offender’s neural 
data, has predicted that the offender is about to experience an explosive aggressive 
episode and has advised the offender that it will discharge countermeasures unless 
he actively keeps it from doing so and that the offender has allowed the device to 
commence treatment. Suppose, further, that it is true (as we have argued in previous 
sections) that none of these steps should raise moral suspicion. There may yet be a reason 
to be sceptical of employing the device, because the changes to an offender’s character 
induced by the treatment could potentially have an impact on their self-perception15 
– that is, roughly, the experience offenders have of themselves after the intervention 
from the device. This could be said be to be a relevant concern because some subjects, 
having received treatment through other brain devices (such as Deep Brain Stimulation), 
have offered such reports as “I don’t feel like myself anymore” after the device was 
installed (Schüpbach et al. 2006, 1813; see also Baylis 2013, 514). Such post-intervention 
testimonials have been framed as experiences of loss of authenticity, self-estrangement, 
or self-alienation (e.g., Kraemer 2013; Gilbert 2018; Pugh, Maslen, and Savulescu 2017). 
There are, however, several reasons why an objection to the use of interventionist 

14. To avoid misunderstandings, it should be underlined that we do not presuppose that the way the criminal 
justice system currently treats criminals is morally acceptable. In our view there are strong reasons against 
current trends of mass incarceration. All we are suggesting is that there some cases in which it is acceptable 
to use incarceration as a punishment. 

15. A related worry is that the mere knowledge of having the device on or in one’s body may have a negative 
impact on one’s self-conception. Whether this would indeed be the effect of receiving our proposed 
implant is a question that requires further empirical scrutiny. 
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advisory brain devices based on the effect they may have on an offender’s self-perception 
does not seem to us to be convincing. 

An initial observation worth making is that self-estrangement and the like are 
not always experienced as negative by the affected person. In a recent study involving 
patients treated for Parkinson’s disease by means of Deep Brain Stimulation, for example, 
the authors found that most of the patients considered the estrangement induced 
by the treatment to be restorative in nature (Gilbert et al. 2017). That is, roughly, to 
these patients, the changes to their character induced by the treatment were seen as 
restoring elements of their self that had been subdued by the disease (see also Pugh 
2020). Thus, even if the impact of our proposed brain device might lead some or all 
of its recipients to experience self-estrangement, self-alienation, or inauthenticity, it 
cannot be straightforwardly concluded that this is a cause for moral concern. But even 
if we, arguendo, assume that offenders will generally not welcome changes to how they 
experience themselves post-intervention, it is not clear that this shows that the brain 
device should not be employed. At least, one cannot consistently accept the use of 
imprisonment, which studies have demonstrated to have numerous psychological effects 
on offenders that may plausibly affect their self-conception (e.g., Haney 2002, 82), while 
rejecting the use of the proposed device. As already noted, however, most of us believe 
that incarceration can at least in some cases be a permissible (or even desirable) way of 
responding to some kinds of wrongdoing. 

More importantly, although it is of course ultimately an empirical question, there 
are reasons to speculate that the treatment delivered by the device under consideration 
will most likely not lead offenders to experience a loss of authenticity or the like. 
Much, of course, depends on what exactly causes such experiences to emerge, but the 
proposed device would at least not seem to give rise to some obvious source for such 
an experience. For example, the fact that the offender is fully informed about and has 
full control over the device when it delivers its treatment seems to make it unlikely that 
he will be troubled by the uncertainty of not knowing when the device is affecting his 
behaviour. These same features of the device may also ensure that the changes to his 
character induced by the device are not experienced as the product of an alien intrusion. 

Furthermore, some subjects in fact report feeling more like themselves after receiving 
certain forms of neurotechnological treatment. The perhaps most cited example of this is 
the use of the antidepressant Prozac (see, e.g., Kraemer 2013, 486). It seems plausible, in 
our view, that a treatment meant to reduce impulsive aggression, like our proposed brain 
device, might well have a similar effect. After all, an offender’s behaviour during episodes 
of impulsive aggression when he is not fully in control of how he acts is presumably not 
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experienced by the offender as reflecting who he really is. If this is true, then a device 
like the one proposed to give offenders more control over their behaviour may plausibly 
leave them feeling more in line with who they perceive themselves to be (see also Ryberg 
2012, 233). 

To conclude this section, we have offered reasons to doubt that the potential 
impact of the treatment from an interventionists advisory brain device on offenders’ 
self-conception would be experienced negatively by the affected offenders, supposing 
that such effects are indeed likely to emerge. It has also been argued that there is, in 
fact, reason to doubt that the device would have such effects – indeed, the device may 
plausibly aid offenders in behaving in ways that are more in line with how they perceive 
themselves. 

8. Conclusion

Some novel brain devices currently being investigated for use in a clinical setting 
are able to predict and advise patients about the emergence of specific neural events, 
thus making patients capable of engaging in the appropriate countermeasures. Similar 
devices are able to automatically adjust the timing, intensity, and location of treatment 
to counteract unwanted neural events. Inspired by these developments, we have 
considered some important ethical questions related to employing a hypothetical brain 
device combining such advisory and interventionist features to reduce recidivism among 
offenders suffering from severe problems with impulsive aggression. This device would 
have three features: (1) it would monitor an offender’s brain data to predict upcoming 
aggressive episodes; (2) it would offer the offender behavioural advice; and (3) it would, 
unless the offender actively kept it from doing so, administer treatment by discharging 
measures to ensure that the aggressive episode does not materialize. There are prima facie 
plausible moral reasons to oppose each of these features, but we have suggested that, on 
closer scrutiny, none of the reasons considered convincingly rules out mandating advisory 
interventionist brain devices to the specified group of offenders. This conclusion does not, 
however, suffice to show that such devices should indeed be used. There are, for example, 
important ethical questions regarding the implementation of the device that we have 
not addressed. Much of this discussion would seem to hinge on exactly how invasive a 
procedure would be needed to implement the interventionist advisory device. Surely, 
if it is only possible to implement such a device by means of invasive brain surgery, this 
would provide a very strong reason to oppose its use. If, on the other hand, technological 
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developments mean that the device could be placed on the exterior of an offender’s 
skull (e.g., behind an ear) and assert its effect through a needle placed just below his 
skin, arguments against mandating the device relating to its implementation seem less 
appealing. We have argued that the features of the device outlined above should not be 
cause for moral concern; therefore, if ethically unproblematic means of implementation 
are indeed developed, it is not obvious to us what principled reasons may be offered to 
oppose the use of interventionist advisory brain devices on some offenders. 
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